SySc 512 — Quantitative Methods of Systems Science

Homework 6: Uncertainty.

1) A point process describes a series of events where the probability of an event at any time is
p P p Yy Yy
constant. The random variable, 7, quantifies the time of an event.

(a) The inter-event density function is an exponential function:

P.(t) = Re™ ™ where t > 0.

Compute the expectation, E7, and variance, D7 of the time until the first event.
Graph P.(t) as a function of ¢ and mark the mean and variance on the graph.

(b) The probability density function for the time between every n'* event is gamma distri-
bution density:
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where ¢t > 0, and n is the number of events.
Compute the expectation, E7, and variance, D7 of the time until the third event.
Graph P3(t) as a function of ¢ and mark the mean and variance on the graph.

Hint: you will need the integral:
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(2) The joint probability density of two random variables, ; and &, is given by the bivariate
Gaussian density function:
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where Z; is the normalized variable, #; = (z — E&) /oy, 0, = D&, and p < 1.
Compute the marginal density function for &, ie. P, ().

Graph P, ¢, (21, 22) and P, (2;) for p = 0, 0.5, and 0.9.

Using the marginal and the joint density function, compute E&;, D&y,

and E[(& — E&) (62 — E&)).



